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International agreements to limit greenhouse gas emissions re-
quire verification to ensure that they are effective and fair. Verifi-
cation based on direct observation of atmospheric greenhouse gas
concentrations will be necessary to demonstrate that estimated
emission reductions have been actualized in the atmosphere. Here
we assess the capability of ground-based observations and a high-
resolution (1.3 km) mesoscale atmospheric transport model to de-
termine a change in greenhouse gas emissions over time from a
metropolitan region. We test the method with observations from
a network of CO2 surface monitors in Salt Lake City. Many features
of the CO2 data were simulated with excellent fidelity, although
data-model mismatches occurred on hourly timescales due to in-
adequate simulation of shallow circulations and the precise timing
of boundary-layer stratification and destratification. Using two op-
timization procedures, monthly regional fluxes were constrained
to sufficient precision to detect an increase or decrease in emissions
of approximately 15% at the 95% confidence level. We argue that
integrated column measurements of the urban dome of CO2 from
the ground and/or space are less sensitive than surface point mea-
surements to the redistribution of emitted CO2 by small-scale pro-
cesses and thus may allow for more precise trend detection of
emissions from urban regions.

atmospheric inversion ∣ cities ∣ climate change policy

Agreements to limit anthropogenic greenhouse gas (GHG)
emissions will have major economic and political conse-

quences. Compliance will be demonstrated primarily with self-
reported emission inventories derived from activity data and
generalized conversion factors (1, 2), but associated uncertainties
may exceed the magnitude of emission reduction targets (2–5).
Therefore, measurement, reporting, and verification (MRV) will
be critical elements of any international climate treaty, as empha-
sized by a recent National Research Council (NRC) report (2), a
related study by the JASON scientific advisory group (6), and
by the Intergovernmental Panel on Climate Change (1). Verifica-
tion procedures based on direct atmospheric observations can
provide independent constraints on reported emissions and are
necessary to ensure that emission reductions are actualized in the
atmosphere.

The NRC report on MRV (2) highlighted the potential utility
of atmospheric observations and models for detecting trends in
emissions from strong localized source regions, such as urban
areas, where enhancements in GHG concentration are readily
detectable in the atmosphere. A large fraction of a country’s
emissions likely emanate from such regions and results from sev-
eral representative cities over time could provide strong tests of
claimed emission reductions at national or regional scales. But
the NRC (2) estimated that current uncertainties in this approach
exceed 100%, far too large to detect emission changes mandated
by treaties or national policies. This imprecision is attributable
to a dearth of research on the concept and the committee (2)
speculated that near-term efforts could lead to substantial

improvements, perhaps allowing for the detection of a change
in emissions of 10–25% in 1 y and of 10% or less over 10 y.

The present study addresses the problem posed by the NRC (2)
by assessing the current capability for using atmospheric observa-
tions to determine trends in GHG emissions at the scale of an
urban region. We develop a high-resolution, urban-scale, obser-
vation-model framework, whereby observed GHG concentra-
tions and presumed emissions are quantitatively related with an
atmospheric transport and dispersion model (ATDM), and regio-
nal surface fluxes are estimated via an optimization procedure
(7). Input data consist of measurements that define atmospheric
concentration enhancements relative to air advected from out-
side the source region, plus an emissions inventory that prescribes
the presumed spatial and temporal distributions of surface fluxes.

We apply the observation-model framework to a test case of
Salt Lake City (SLC), leveraging a unique, long-term, publicly
available dataset of urban atmospheric carbon dioxide (CO2)
concentrations (http://co2.utah.edu). We quantify the precision
of the method for detecting changes in monthly emissions from
this urban region, and assess how statistical properties of urban
CO2 concentrations and features of current state-of-the-art mod-
els limit trend detection capabilities. Finally, we suggest how the
framework might be improved, through both alternative mea-
surement strategies and enhanced model capabilities.

Previous Studies of Urban CO2
Many studies (e.g., refs. 8–10) have described near-surface CO2

concentrations and fluxes in a variety of urban environments and
attributed observed variability to both atmospheric dynamics
and local emission patterns. City-scale fluxes have been derived
with mass-balance approaches using surface data from Krakow
(11) and aircraft data from Indianapolis (12). Ratios of carbon
monoxide (CO) and CO2 from a site near Beijing were used
to define trends in combustion efficiency (13). None of the
approaches taken in these studies are capable of quantifying
trends in emissions at the full urban scale and with the accuracy
required for verification.

Levin et al. (14) presented the only prior study to accurately
assess emission inventories over time at a regional scale, using
a multidecadal dataset of atmospheric GHG concentrations,
14CO2, and radon-222 from Heidelberg. Unfortunately, the key
element of this unique study (long-term, high-frequency, radio-
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isotope measurements) are not currently widely reproducible due
to cost and technological requirements. The framework described
below uses measurements made by readily available sensors com-
bined with open-source meteorological data and models, and is
thus scalable to numerous locations, as needed for MRV.

Characterization of CO2 Observations from Salt Lake City
The SLC CO2 measurement program was initiated as part of a
study of carbon and oxygen isotopes focused on urban source at-
tribution. Pataki et al. (15–17) estimated the proportional contri-
butions of natural gas versus gasoline combustion and biological
respiration to observed CO2 enhancements, and (18) suggested
the application of CO2 as a tracer of atmospheric transport and
mixing in complex terrain. Pataki et al. (19) found general agree-
ment between SLC eddy-flux measurements and an emissions
inventory compiled for the upwind area. SLC CO2 was simulated
with a multiple box model to understand the relative contribu-
tions of meteorology and anthropogenic and biological surface
fluxes to observed daily and seasonal cycles (20).

The SLC CO2 data follow a distinctive diel pattern, in which
concentrations are higher at night and lower during the day
(Fig. 1A), following the daily cycle of the mixing height, which is
shallow at night due to thermal stratification, and deep most days
due to solar heating of the surface. The diel cycle of CO2 concen-
trations is notably out of phase with emissions (Fig. 1B), implying
that thermally forced circulations impose a stronger influence
on near-surface concentrations than emission rates (20). Mean
hourly enhancements over background in 2006 at the downtown
site ranged from approximately 0–20 ppm (1σ ≅ 16 ppm) in the
afternoon (12–18 h mountain standard time, MST) and from ap-
proximately 20–60 ppm (1σ ≅ 35 ppm) at night (22-04 h MST).
Peak concentrations are typically observed in the early morning
due to the combined effects of atmospheric stratification and in-
creased emissions from rush-hour traffic; concentrations drop ra-
pidly thereafter with the onset of deeper vertical mixing in
midmorning (20) (Fig. 1A).

Seasonal averages are lower in summer than winter (Fig. 1A).
During the growing season, CO2 concentrations sometimes fall
below background in the afternoon, likely due to uptake by urban
trees (21). In the winter, the Salt Lake Valley (SLV) is prone to
atmospheric temperature inversions, which suppress vertical mix-
ing and give rise to sustained periods of elevated concentrations.
The overall distribution of observed CO2 is heavily right-skewed
(Fig. 1C) and is seemingly comprised of two subpopulations, re-
presenting stratified and unstratified conditions (Fig. 1D).

Simulation of CO2 Observations
We used the Weather Research and Forecasting—Stochastic
Time-Inverted Lagrangian Transport (WRF-STILT) atmospheric
transport model (http://stilt-model.org) and antropogenic and
biogenic flux inventories to simulate the SLC CO2 data, as
described in Materials and Methods and references therein. The
observation-model framework was tested for four monthly time
periods from different seasons in 2006 (Table 1) and three sam-
pling locations in SLC. We assessed two horizontal resolutions
of the ATDM, 4 km (“baseline”) and 1.3 km (“high-resolution”)
(Fig. S1), the latter of which was tested for only a 2-wk subset of
the autumn time period. The high-resolution ATDM included
parameterization of an urban canopy model (UCM) (22), which
allows for greater heterogeneity in surface properties related to
the urban environment than is available in standard WRF con-
figurations. Fig. 2 shows hourly observed and simulated CO2

for baseline and high-resolution models. The time series demon-
strates the model’s general capability for capturing the typical diel
pattern of near-surface CO2 concentrations, albeit with a sys-
tematic underestimation using a priori emissions (Fig. 2B).

Elsewhere (23), we evaluated the performance of the two
WRF configurations (baseline and high-resolution with an UCM)
by comparing observed and modeled meteorological parameters
from the SLV. The high-resolution meteorological configuration
with the UCM led to improved representation of the daily evolu-
tion of the surface (2 m) temperature and boundary-layer height,
especially when the flow was driven by local circulations. Like-
wise, the high-resolution WRF-STILT model resulted in changes
in simulated CO2, in particular related to the timing of the noc-
turnal boundary-layer formation and breakup (Fig. 2B).

The model captures many weather-related events such as the
multiday persistence of low concentrations around October 16
and August 30 (Fig. 2A and Fig. S2B). Some, generally short, time
periods are poorly simulated, such as on June 24–25, when the
model substantially underestimates observed CO2 (Fig. S2A).
The model also captures seasonal variability in the magnitude
and variance of CO2 enhancements (Table 1). In December, the
model is often unable to simulate CO2 concentrations at hourly
resolution (Fig. S2D), although this result was not unexpected
because meteorological conditions during strong winter tempera-
ture inversions in valleys are difficult to simulate (24). But the
model does capture the very high variances in CO2 and the gen-
eral amplitude of enhancements over background during Decem-
ber (Table 1 and Fig. S2D).

The model biosphere sometimes draws down simulated CO2 in
SLC below background during midday, in the spring and summer
months only, in agreement with the observations (Fig. 1A) and
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Fig. 1. Average hourly observed CO2 concentration at the downtown site
in 2006. (A) Averaged by hour of the day fromwinter (Dec.–Feb.) and summer
(June–Aug.) months, and from nearly the entire year (April–Dec.) at the
background site. (B) Observed CO2 from the whole year (Left y axis) versus
average hourly CO2 emissions estimated from the Vulcan inventory for a
0.5° × 0.5° area encompassing the Salt Lake Valley (Right y axis). (C and D)
Distribution of observed CO2.

Table 1. Means and standard deviations (1σ) of hourly observed
and baselinemodeled CO2 (ppm) at the downtown site for the four
simulated time periods from 2006

Time period Sample size

Mean (SD)

Observed Modeled

June 13–27 334 397 (14) 391 (13)
Aug. 23–Sep. 14 545 395 (17) 393 (19)
Oct. 10–29 461 422 (34) 405 (26)
Nov. 29–Dec. 31 785 439 (47) 429 (46)
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known irrigation practices, and contributes small enhancements
from plant and soil respiration during all other times. Overall, the
model suggests that the biosphere has a relatively minor influence
on CO2 concentrations in SLC, which is not surprising given the
semiarid ecosystems of the region and previous findings (19–21).

Quantification of the Data-Model Relationship
Two approaches were employed to quantify the relationships
between hourly observed and simulated CO2 concentrations for
the four time periods and three observation sites. We first applied
a type II, standard major axis regression (25) to fit a line to ob-
served versus simulated values (Fig. 3). The inverse of the regres-
sion line slope provides an estimate of the optimum factor by
which to scale the emissions inventory to best match the observed
data. Confidence intervals (CIs) on the slope define our ability to
detect changes in emissions over time at the 95% confidence

level, assuming spatial and temporal biases in the model are un-
changing over time.

Because the regression is based on modeled and observed
values paired in time, it may be susceptible to sporadic failures
in the transport model, and thus may lead to CIs which are overly
pessimistic in terms of trend detection capability. We therefore
adopted an alternative approach which gives less weight to poorly
timed events by selecting scaling factors that minimize the differ-
ences in observed and simulated population means from each site
and time period. Ninety-five percent CIs for this optimization
procedure were calculated using a percentile bootstrap.

Table 2 gives scaling factors generated by both optimization
methods for the high-resolution and baseline models for October.
Table S1 gives scaling factors for the other time periods. Mean
scaling factors for October from the high-resolution model are
between 1.5 and 1.8, with 95% CIs that are �7–8% of the mean
(Table 2). Mean scaling factors for other seasons from the base-
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Fig. 2. Hourly observed and modeled CO2 concentrations for two weeks in October 2006 (A) at the downtown site, and (B) averaged by hour of the day at the
downtown, neighborhood, and junior high sites.
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Fig. 3. Hourly modeled versus observed CO2 at three sites for a two-week time period in October 2006 resulting from (A) high-resolution and (B) baseline
model configurations. Solid lines are standard major axis regression lines and dashed lines are one-to-one shown for reference.
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line model mostly range between 1 and 2 and have 95% CIs that
are �6–13% of the means (Table S1).

Scaling factors for the high-resolution model are similar to
those for the baseline model, but are more consistent between
sites and optimization methods, and have narrower CIs (Table 2).
We infer that the high-resolution model is better for trend assess-
ment, although this was not immediately apparent by visual in-
spection of Fig. 2. Improvements by the high-resolution model
are especially noticeable in the decreased persistence of very
low model values when the data indicate elevated concentrations
(Fig. 3). When inventory fluxes are multiplied by the optimal scal-
ing factors, the distributions of simulated CO2 from the high-re-
solution model are remarkably close to observed distributions
(Fig. 4), although variance was not included in the optimization
procedure.

These results support the application of high-resolution mod-
eling, and optimization of sample distributions and regressions,
for determining trends in urban emissions. We infer from the
results reported in Table 2 for the high-resolution model that 15%
is a conservative estimate of the minimum increase or decrease in
monthly emissions detectable by our observation-model frame-
work, although caution must be exercised in generalizing these
results due to the short time period (approximately 2 wk) for
which the high-resolution model was tested. By applying the fra-
mework to several years’ worth of data, changes in scaling factors,
and thus relative changes in emissions, could likely be estimated
with greater precision.

The scaling factors generated in this study are significantly
greater than the expected value of 1.0 (Table 2 and Table S1),
implying that emissions were underreported for the SLC urban
core and/or that modeled meteorology was too well-mixed. How-
ever, absolute emissions cannot be evaluated with the same level
of accuracy as can a change in emissions over time because our

statistical procedures do not account for systematic model errors,
such as possible over- or underestimation of the mean boundary-
layer height or biases in the presumed spatial distribution of
emissions. To evaluate absolute emissions, rather than a change
in emissions, a fiducial tracer or a sustained release experiment
would be necessary.

Approaches for Improving Emission Trend Detection
A key limitation to further constraining emissions is the inability
of current models to simulate small-scale atmospheric processes.
Examples of processes which affect concentrations over short time-
scales at individual urban sites, but which models cannot explicitly
represent, include circulations at building, street, and neighbor-
hood scales, and intermittent turbulence in the nocturnal boundary
layer. Improved parameterization of these processes could signifi-
cantly improve the capability of atmospheric models to simulate
urban GHG concentrations. Representation of proximal emission
processes at an enhanced spatial resolution similar to that of the
meteorology (1.3 km) could also lead to improved simulations.

Contrary to the expectations of some (cf. ref. 6), the SLC case
suggests that increasing the number of surface measurement sta-
tions across the city would be ineffective at substantially improving
the observational approach for detecting a change in emissions.
Simulations indicate that individual measurements sites are sensi-
tive to emissions across the full urban region (Fig. S3). Observed
CO2 concentrations at the five measurement stations in SLC are
strongly correlated on a daily basis (Fig. S4) because within day
variance is dominated by the diel cycles in atmospheric stability
(Fig. 1) and forcing of these cycles occurs on the scale of the whole
valley. This finding suggests that the current network of five sta-
tions in SLC is more than adequate for characterizing the daily
cycle of urban-scale CO2. If we consider just the afternoon hours,
the opposite problem occurs: Fluctuations at stations quite close
together (<5 km) are not significantly correlated (Fig. S4), sug-
gesting that small-scale processes are responsible for CO2 concen-
tration variations in the afternoon and are not directly tied to
region-wide emissions. Hence, denser measurements of such var-
iations would not help to significantly improve determination of
regional trends.

Alternative measurement strategies that are less sensitive to
the details of atmospheric circulation and emissions may lead
to improved trend detection capability. Shallow circulations rear-
range CO2 between sublayers of the atmosphere on hourly time-
scales, but for the duration that emitted CO2 remains in the urban
region, total column amounts are directly linked to total emis-
sions. Fig. 5 shows simulations of the characteristic pattern of
CO2 enhancement, vertically integrated through the partial at-
mospheric column, which comprises the “urban dome” over
the SLV. Observations throughout the column are not available
for validation, but simulations appear to have sufficient fidelity at
the surface (Fig. 2) to justify exploration of the character of the
urban dome through modeling. The position of the urban dome
shifts with the wind, but, due to the valley topography (Fig. 5C

Table 2. Mean scaling factors by two optimization procedures and 95% confidence intervals for
baseline and high-resolution models at three sites for a 2-wk time period in October 2006

Site Model configuration

Scaling factor (±95% CI) (CI/mean)

by regression by minimizing differences in means

Downtown high-res, UCM 1.54 (±0.12) (±8%) 1.52 (±0.11) (±7%)
baseline 1.45 (±0.12) (±8%) 1.83 (±0.16) (±9%)

Neighborhood high-res, UCM 1.67 (±0.13) (±8%) 1.63 (±0.11) (±7%)
baseline 1.20 (±0.10) (±8%) 1.67 (±0.16) (±9%)

Junior high high-res, UCM 1.83 (±0.15) (±8%) 1.59 (±0.12) (±8%)
baseline 1.30 (±0.11) (±9%) 1.93 (±0.24) (±12%)

N ¼ 317. Scaling factors were generated as the inverse of standard major axis regression line slopes and by
minimizing the difference in observed and simulated sample means. Confidence interval half-widths are also
expressed as percent deviations from the means.
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Fig. 4. Quantile–quantile plots of hourly modeled versus observed CO2 at
the downtown site for two-weeks in October 2006 from (A) baseline and
(B) high-resolution models. Model values unscaled and scaled by the two op-
timization methods are shown. For the high-resolution model, scaling factors
by the two optimization methods are near identical, so the two scaled model
distributions are nearly indistinguishable.
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and Fig. S5), its core generally lies on a predictable NW–SE axis.
During the day, the dome extends vertically up to 2 km, but at
night, excess CO2 is contained within a thin layer less than 100-m
deep (Fig. 5 F and G).

The differences between enhancements at the surface and
those integrated through the column are striking. The areal ex-
tent and magnitude of column enhancements are larger in the
day than the night (Fig. 5 A and B), directly reflecting the higher
daytime emissions (Fig. 1B) that we wish to measure. We infer
that urban enhancements in column amounts are more sensitive
to regional-scale meteorology, especially mean wind speeds, and
to emissions integrated through the whole urban region. Conver-
sely, surface values are more sensitive to boundary-layer height,
shallow circulations, and local traffic emissions. Mean winds are
much easier to model than boundary-layer heights, and can be
validated with hourly observations from airports and weather sta-
tions. Broad-scale emission inventories are better defined than
fine-scale, day-to-day traffic patterns.

The magnitude of the anthropogenic CO2 enhancement in the
partial column integral is notably smaller than at the surface, by

factors of 2 (daytime, Fig. 5A andD) to 20 (nighttime, Fig. 5 B and
E), suggesting that increased accuracy may be required to both
measure and simulate the column enhancement. To our knowl-
edge, ground-based measurements of CO2 column amounts with
the accuracy required for verification have been demonstrated just
once, in Los Angeles, where peak concentrations in the column
were indeed observed in midday (26). Total columnmeasurements
could be made from space, obviating the need for many surface
stations and eliminating intrusive measurements on the territory
of a treaty signatory. The widespread, spatially heterogeneous,
and shifting nature of the simulated SLC urban dome suggests that
remote sensing of the dome may offer the best route for its full
characterization. Unfortunately, no presently planned satellite has
the necessary orbit or targeting capability.

Summary and Future Directions
We have demonstrated an observation-model framework capable
of detecting a change in anthropogenic CO2 emissions of 15% or
more from an urban region on a monthly basis. The model frame-
work consists of an atmospheric transport model (STILT) driven

Fig. 5. Simulated partial column-averaged XCO2 (ppm) enhancements above background up to 3 km above SLC and the surrounding area on October 18, 2006
at 15 h (A) and 23 h (B) MST. (D and E) Simulated CO2 enhancement near the surface, 50 m above the ground, for the same times and locations as in A and B.
(F and G) Vertical slices through the areas of maximum XCO2 enhancement in the urban domes. (C) Topography in kilometers above sea level. The downtown
and rural measurement sites are marked with Xs for reference. Lines in A–E show the positions of the transects plotted in F and G. Note that the two upper-left
panels have the same scale, but the four lower panels do not.
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by a high-resolution (1.3 km) mesoscale meteorological model
(WRF) and coupled to moderately high-resolution models of
the spatial and temporal distribution of anthropogenic emissions
(Vulcan) and biogenic fluxes. We compared simulations to obser-
vations from four time periods and three locations in SLC. Con-
straints on emission rates were obtained by optimizing the
emission model two ways, both of which gave similar central va-
lues and confidence intervals.

The observation-model framework is readily scalable to other
sites using commercial sensors and open-source models. Measure-
ments are needed to define background (upwind) values, espe-
cially for urban areas downwind of other major source regions. For
heavily vegetated cities, it will be necessary to distinguish anthro-
pogenic from biogenic emissions, possibly with tracer measure-
ments of fossil fuel combustion (e.g., CO, 14C). Analysis of the
statistical correlations among the SLCmeasurement sites indicates
that five was an ample number, although this result likely depends
on SLC’s relatively small size and topographic confinement.

We argue that measurements of vertically integrated column
amounts would provide more new information than would addi-
tional surface sites. In our estimation, column measurements of-
fer a promising route for improved detection of CO2 emissions
from major source regions, complementing or possibly obviating
the need for extensive surface measurements near these areas.
Remote sensing of the column-integrated urban dome appears
to offer the best route for accurate verification of emission inven-
tories of CO2 and other GHGs.

Materials and Methods
Observations. A network of CO2 measurement sites has been operated at up
to five locations in SLC and its suburbs (Fig. S5 and Table S2) since 2001. We
modeled CO2 data from 2006 because of the quality and consistency of the
data from that year. For this study, we focused on modeling observations
from the downtown, neighborhood, and junior high sites (Fig. S5 and
Table S2). Two-day moving averaged CO2 concentrations (Fig. S6) from the
Hidden Peak mountaintop site (http://raccoon.ucar.edu) outside SLC were
used to represent the background CO2 concentration in air coming in to
the city (SI Materials and Methods).

CO2 Flux Fields. The Vulcan database (v2.0) (http://vulcan.project.asu.edu) (27)
was used for an anthropogenic CO2 emissions field. Vulcan provides estimates
of CO2 emissions due to fossil fuel combustion from each of eight economic
sectors for the United States in 2002 as a gridded product with a time and
space resolution of 1 h and 0.1°, respectively. According to Vulcan, the major
anthropogenic CO2 sources in the SLV are from the transportation, residen-
tial, and industrial sectors (Fig. S7). To minimize the inclusion of year-specific
emissions information while still retaining hour-of-the-day and day-of-the-
week signatures, we averaged the Vulcan database by month, day-of-week,
and hour-of-the-day (Fig. S7) prior to integrating it into the modeling frame-
work. It was not necessary to scale the inventory to 2006, the year of interest
for our study, because the observation-model framework is intended to de-
termine a change in emissions over time, but not to evaluate absolute emis-
sions from any single time period. CO2 fluxes due to photosynthetic uptake
and soil and plant respiration were representedwith a simple biosphere mod-
el, which is described in SI Materials and Methods and Table S3.

Atmospheric Transport Model. The STILT model (28) was used as the ATDM.
The STILT model was driven with customized meteorological fields from
the advanced research version of the WRF (v3.2) model (29, 30). Meteorolo-
gical fields were generated at three gridded resolutions (4, 12, and 36 km) in
a nested arrangement centered on SLC (Fig. S1) for four approximately
monthly time periods (Table 1). A set of high-resolution (1.3 km for the inner
nest) WRF (v3.2.1) fields with an UCM parameterization (22) were generated
for a 2-wk subsample of the October time period. See SI Materials and
Methods for further details on the modeling framework.
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